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A Future Trend of NAND Flash
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Read Speed
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NAND flash memory is
migrating from TLC toward
QLC, which stores 4 bits
instead of 3 bits of data in
one cell to achieve 33% cost
reduction.

For each generation, the
density is increased and the
die cost is reduced, but the
performance and endurance
also become poorer.



AT QLC Is Cheaper but Slower
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SLC MLC TLC QLC PLC
Read Time/page 1X 2X 3X 4X X
Write Time/page 1X 2X 4X 16X
Cost/Density 1X 1/2 1/3 1/4 1/5
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QLC’ s Vt | eve
Increased from 8 to 16.

This significantly increases
read time and write time,
especiathe write time is
Increased by 3 times.

Such slow write
performance prevents QLC
from being used in
applications that require
heavy sequential write
workload.



4§ Problem of SLC Cache

In order to improve QLC write
speed, SLC cache is commonly

Q
SLC speed (100%) ?g used in SSD to hide QLC write
H (&) . .
Sustained 1 of” * QLC until the system becomes idle.
Sequential =
Write :
Throughput However, for heawwrite

workload such as data center or
NAS, the system may not have
enough idle time to move the
data.
QLC speed (12%)
| Once SLC cache is full, the data
: will be directly written to QLC
' Written Array % 100% cells. This causes the write
SLC Cache ful speed drop to about 12%.
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A How to Increase Write Throughput ?

_ _ _ QLC write time is determined by
Answer: Increase plane number in BL direction. cell characteristic. It cannot be

reduced in general.

1X 4 X 16X In order to increase write

throughout, the number of planes
may be increased to increase the
write parallelism.

More planes will allow more pages
to be programmed at the same
time. It also reduces the bit line

1 plane 4 plane 16 plane length to reduce BL RC delay. That
reduces the read time in read and
programverify operations.
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10KB Page butier

16KB Page Buffer

1oKB Page Bufter

1oKB Page burtier

1oKB Page burtier

1 plane
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4 plane

270%

1oKb Page butier

1oKb Page butier

1oKB Page butier

1oKb Page butier

1oKb Page butier

1oKB Page burtier

1oKD Page bufter

1oKDB Page bufter

1oKB Page burtier

1oKD Page bufter

1oKB Page buffer

1o0KB Page Buffter

1oKDB Page bufter

1oKB Page buffer

1oKB Page Bufter

16KB Page Bufter

16 plane

Problem of Page Buffer Layout Penalty

However, the solution of
more planes comes with
price. Because each

pl ane’s Dbit
be connected to the page
buffers, it will drastically
increase the die size for
the page bufferd

As a result, the solution is
not feasible under the
current page buffer
architecture.



A Current Page Buffer Architecture

Conventional NAND requires one page
buffer to connected to one bit line to
] perform read/write operations.
% Therefore, the read/write size is limited

16 BL

by the number of page buffers.
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16 page buffers

16KB Page Bufter

16KB Page Buffer

f f f f f f 16KB BL
o I O T A W /6\
T T T T T T 16KB Page Buffer— 33%
Page| | Page| | Page| | Page| | Page| | Page Die Size
buffer| |buffer| |buffer| [buffer| |buffer| |buffer 16KB Page Buffer



A XNAND Page Buffer Architecture

16 BL
=f :{ =f =F =f =f
i
:::]
::::|
. J . . . .
! 1] 1 1 ! |
BSGG—l[[?SGH[L&SGZ—I[ESGS—[LSGM—II: SG15][
i
Page
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1 page buffer

In order to reduce the page buffer number in each
planes, XNAND architecture uses one page buffer to
read/write 16 or more bit lines in parallel. This
reduces the number of page buffers in each plane to
1/16. Therefore, the number of planes can be
increased by 16 times without increasing the die size.

16KB BL
/_\

1KB page buffers




4§ X-NAND vs. Conventional NAND

16 planes
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270%

100%

Conventional

X-NAND

By using NAND page buffer
architecture, the number of
the planes can be increased to
16X to achieve 16X read/write
throughput without increasing
the die size.

Compared with the
conventional NAND, when
using 16 planes, the die size
will be increased by about 3X.



4§ X-NAND vs. Conventional NAND

. X-NAND architecturean
Conventional X-NAND enhance the performances

without increasing the die size.

{ 1/16 BL length

16 planes 1/16 BL RC delay

BL length

16KB PagBuffer ; 1 6X R/W throughput

1KB page buffer 6
1 X parallelism

10
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A XNAND (QLC) Performance Estimation

Compared with conventional QLC NAND:

16KB BL
— + 16 BLlength  Read time = 25% WL + 75% BL/16 =  30%
Program time = 10% PGM + 90% VE30% = 37%
16 planesinY
Read Throughput = 16 planes/ 2 planes / 30% 27X
2 planes in X Write bandwidth = 16 planes/ 3 planes / 37% =14X
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A QLC Performance Comparison

14X

3X 3IX 27X

Random Random Sequential Sequential
Read Speed Write Speed Read Speed Write Speed
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A X-NAND Performance Estimation

NAND X-NAND

SLC MLC TLC QLC PL.C SLC MLC TLC QLC PLC
X-plane 2 2 2 2 2 2 2 2 2 2
Y-plane 1 1 1 1 1 16 16 16 16 16
Page Buffer (KB) 32 32 32 32 32 32 32 32 32 32
Read Time/page (us) @ 40 60 80 140 6 12 18 /2_? 42
Program time/page(us)| 200 | 300 500 1500 3200 | 130 152 184|550 (1175
Read T.P. (GB/s) 16108 05 04 023| 8 22 14|11 | 6
Program T.P. (GB/s) 0.16/0.11 0.06 0.02 0.01| 1.97 1.12 0.93|0.31|0.15

N \___/

FMS 2020 Keynote 11

X-NAND (QLC) can
achieve comparable or
better performances
than conventional SLC
except the program
time. The die cost can
be reduced 1/4.

XNAND (TLC)
performances are
better than

convention

13



A Performance & Cost Comparison

QLC SLC X-NAND (QLC)

28

15

14
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N Random Read Speed Comparison

(IOPS)

150K —

100K ™

50K —

3.5X

X-NAND
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SLC

MLC

TLC

QLC

PLC

3.9X

Random Read Speed

15



N Random Write Speed Comparison

(IOPS)

X-NAND
8K _ 1.5X
% NAND
4K —
3X Random Write Speed
2K —
3X
SLC MLC TLC QLC PLC
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A 7 Sequential Read Speed Comparison

(GB/s) . X-NAND
80 —
21X
40 —
Sequential Read Speed
20 —

SLC MLC TLC QLC PLC
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A Sequential Write Speed Comparison

(GB/s) X-NAND
12X
2.0— NAND
15X
15X
15X
1.0
Sequential Write Speed
05— 15X
15X
SLC MLC TLC QLC PLC
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4§N - Advantages of NAND

3X 30X 15X

X-NAND
NAND

Random Random Sequential Sequential
Read Speed Write Speed Read Speed Write Speed
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AT But The Challenge is . . .

How do | perform QLC read/write operations
to 16 bit lines usingL page buffer ?

EEEs

BSGO{[IESGH ESGQ[ESGS{ SG14 SGlQJ

Page
Buffer
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N X-NAND Design Solution  sarenr renon

6 design solutiongpgatent

. Multiple BL Write

pending) are developed for
X-NAND architecture

. Multiple Plane QLC Program
Program Suspend Read
Multiple BLRead

Single Latch QLRead

. SLC/QLC Parallel Program

o g A W N R
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é 1. I\/Iultlple BL Write PATENT PENDINC

With BL Shielding Data Loading Programtime
< » < »
o o o I i I ! selected(20V)
5 |
5 ; / unselected (10V) \
:I Large C WL : / \
WL "] — : \
. ':"] . . . . I DSG |— | | I
1 | 1 5| 5| 1 DO --- D15 | \
P —O0O000—
oV gv 0\ i )
s . . » » » O -.-- 15
sH1 4 [Tl R FT BSGal5 imnhne
SH2 o o o
VSS 1 3 Y L
BLo1s —OOOOC ] )
'y inhibit (8V)
|
BSGO—|[£S(31—|[ BSGZ—”:ESG3—|[ BSG4 [ [BSG15[ Channel / ! / program QV) \
Page PP ogram data is | oaded to 16 B
buffer page buffer to perform programming together. BL

shielding may be applied to eliminate BL coupling.
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é 1. I\/Iultlple BL Write PATENT PENDINC

Dual BL Data Loading

TS ,S S
BSGO X BSG2 X BSG4 X BSG6 )
DSG —iE— — o -— — g Page Buffer 1
DO X D2 X D4 X D6 )
Large C
WL
jl e Buffer 2 ( BSG1X BSG3 X BSG5X BSG7)
: : : : : : age buirer
il 1 1 1 1 1 (b1 X D3 X b5 X D7 )
DO D1 D2 D3 D4 D5
V' V' V'S V'S
BSGO—[ |BSG1[ |BSG2—[ [BSG3—[ PBSG4 [ [BSG15H[
Dual BL Data Loading sequence eliminates
the capacitance coupling between adjacent

Page Page BL. This enables all BL programming.
Bufferl Buffer2

FMS 2020 Keynote 11 3



é 1. I\/Iultlple BL Write PATENT PENDINC

/O throughput = 1GB/s

16K BL 16K BL
A A lus x N
/ \ / \ < ,
BLO BL15 BLO BL15 BLO BL15 BLO BL15 BSGal5 Bsco X BSGL )
lus
«—
BSGO —f I s e Planel KPBX PBA BL XPBX PBA BL ) + 4+
BSG15 i e e e Plane2 (PBX PBA BL XPBX PBABL ) +++
| |1'| Plane3 (PBX PBA BL XPBX PBABL ) s+
/00 ! PlaneN (PBX PBA BL XPBX PBA BL ) ++.
/107 : * > \
\ v J \ e J Load 1K page buffe
1K Page Buffer 1K Page Buffer Load 1K B—
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A 2. Multiple Plane QLC Programesen eenon

4 Data Plane Design

16 BL : :
o i — Planel:Programmed ThelnputdataD(lD3 ISStOI‘ed
||||||||E||||||||\p| > = DO in Plane25 and then
ane2 =
Groupl ||||||||§| L L1111+~ plgne3=D1 programmed to Planel.
I T T T T Y _ _
NS E::ﬂgg;gg During prograrwerification,
||||||||;| N the cell data read from Planel
0T Y Is compared with the data
Group?2 (S 0 R stored in Planed.
I T T Y Y O I
]
B 16 planes This architecture increases the
L e program size to 16 planes /5 =
N Y
Group3 | Ll i1l il 111111}
Y
"""",:i' L1111 BXProgramThroughput
Page buffer
25
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A 2. Multiple Plane QLC Programesen eenon

1 Data Plane Design
D03 are sequentially input and

16 BL B programmed. The input data is
e e Planel = Programmed stored in Plane3, and then
Groupl | Lili1 1111111111+~ Plane2= Verify Data programmed to Planel.
1 1 A N N N N O O |
= Plane3 = D0, D1, D2, D3 _ L
: : : : : : : :E: : : : : : : : During prograraverification, the
Group2 S cell data is read from Planel and
i S stored in Plane2, and then
= compared with the data stored in
Group3 ( Ll L L 111 11111111
p<||||||||§|||||||| Plane3.
IIIIIIIIEIIIIIIII 16p|anes
Group4 <| Ll L1 Ir_"ll Ll Ll L This architecture increases the
T A A A R program size to 16 planes/ 3 =
IIIIIIIIEIIIIIIII
Gr°“p5<llllllllﬂllllllll 5X
Ei Program Throughput
Page buffer
26
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A 2. Multiple Plane QLC Programesen eenon

80us (1%)

“— 6920us

<
Groupl || (Do) (D2 ) ( D3
GroupZ || @9 (D1)| (B2 ) ¢ D3
Group3 | (<D0 | (DI)|{ D2 )|« D3
Group4 | (DO ((DI) (D2 ) (¢ D3
Group5 | [KDO K D2 ) [K D3
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~ N~

The input data of 5
groups is sequentially
loaded and then
programmed to the cells
in parallel. This eliminates
the requirement of mult
core state machine.

27



A 3. Program Suspend Read sarenreenon

16 BL
1 1 T T I T O Y Y A A I O PIanel:PrOgrammed . .
T Y Y programming can be suspend
Loy Planed =D0, D1 D2, D3 gnd llow data to be read from
Group2 <: : : : : : : :.:.: : : : : : : :D the programmed planes.
et i1 111 II:II L 1 1 1 111 .
Group3 ( Lt L E. R EEE If the data is read from Plane3
0T Y |§ that stores the input data. The
e T data can be transferred to
Group4 <' e = IS 'D Plane2 in 1us (using int@age
I N T I I N I I N N A A | .
BT buffer data lines) or 16us
Group5<"'""E""""D (USinQI/ObUS)-
I I I I I Il:il [ 1 1 1 11|

Page buffer
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é 4. MU'tlple BL Read PATENT PENDINC

All Bit Line (ABL) Curretgensing

Precharging  Discharging Sensing
< > I < > I < >
DSG ] ] e o Al e | : Vread |
| |
Large C WL J : Vbias |
WL 1 PU12 |— | |
I : p 0O «.e 15
- - BSG @5 ! | ANAAAA
1 1 5| 1 | ] ! :
|
lload lload lload lload lload lload DA E ! 00000
p + —® A p A —® + p + —e SA
II—I_‘ II—F II—I_1 ! :
L 2t - : alilal
|
\YBB BL, off-cell |
P | | Y
BL 015 ' on-cell / : \
| |
BSGO [ |BSG1—[ |BSG2—[ |BSG3—[ [BSG4 [ |BSG15[ Large C smallc
1
Page ] SmallC By u_sing the shielding de_vic_:es to apply
buffer loading current to each bit line, 16 BL can

perform currentsensing in parallel.
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é 4. MU'tlple BL Read PATENT PENDINC

Half Bit Line (HBL) Currei@ensing Precharging  Discharging Sensing
< > | < > I < >
! Vread |
DSG o g E e R e WL J I _ I
' Vbias !
Large C PU1 |— ! VDD :
Wi 1 pU2 | — . !
I I 10 eee 15
| BSG a5 ! NN
1 1 5| 1 | 1 | !
|
lload oV lload oV lload oV DA : : OO0000
4+ -+ 1 4+ -1 4+ — SAI !
Put =l — = — = — ] i ANENARA
= ) = = |
BSGO—[ |BSG1—{[  BSG2—-[ |BSG3—{[  BSG4 [ |BSG15{[ ' Large CI SmallcC
1
E— T SmallC When turning on half the shielding devices,
buffer half bit lines can be applied with shielding

voltage to eliminate bit line coupling.
FMS 2020 Keynote 11 30
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Conventional QLC read D1 bit

MMMMMMMM

VRO

0O0000O0O0O0O0OO0O0O0OO0OO0OOOOOO

VR1

1111111

000000O0O0O

VR2

1111111111

0000O0O

VR3

111111111111

00O0O

l XOR Logic

D1

11000000

11

1

00

1111
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5. Single Latch QLC Read

VR3
VR2
VR1
VRO

VRQ [VR1 [VRZ |VRS

Conventional TLC requires 4 data
latches to store 4 data read by 4
WL voltages, and then converting
the data into 1 bit data.

31
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16 BL

x NEO Semiconductor

stored in Planed, and then

converted into 1 bit data.
This architecture increases

the program size to 16

The read data DR® are
planes /5

2 — N O
O O xr
xr xxooan
I ﬂ__ i1l
— AN M < LW
() OO OO
C CcCc cc
© @© T © @
A oA QAo

L1 11111+
et r¢r 1+l —
e+ rr el e

]

Groupl <
Group2 <
Group3 <
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=
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(]

N S I N S I Y I A
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3X Read Throughout

32
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A 5. Single Latch QLC Read  suenreenon

VR3

X-NAND QLC read D1 bit VR2

VR1
VRO

WL BL

LAANANANANANANAT |

DA
VROl 1]/0 0 0000 0O0O00O0O0OO Of— offcellsetto 0

VR1] 100000011 11111111 offcell settol X-NAND needs only one

data BL to store and
VR2] 100000011 100000 01— off-cell set to 0 update the data read by 4
VR3] 100000011100/ 1 111} WL voltages. This increases
\ off-cell set tol read throughput by
\ number of planes / 2.

Oncells remairunchanged

FMS 2020 Keynote 11 3



AT s Single Latch QLC Read

With SLQR
16 BL ~ For QLC readlata is read from the
0 Planel = Read bit lines ofPlane 1 and stored in the
Groupl <: : : : : : : ::.: : : : : : : :\ Plane2 = DO, D1, D2, D3bit line capacitance dMane 2.
=
Groupz <: T S The word line is applied with 4
Group3 = voltage levels to read the cells 4
g <: T times and update the data stored in
Group4 <| = the bit lines of Plane 2 accordingly.
(]
Group5 <: : : : : : : :ﬁ: : : : : : : : In this way, QLC read size is increased
1 1 1 1 1 I;I L1111 11 to 16 planeS/2:
Group6 <I L 111 1 1 II:II I I I
I I I [ N N N N I I |
Group7 <I L 111 1 1 IEI I I I I 8X
1 1 1 1 1 IEI L1111 11 Read ThroughDUt
Group8 <I L 111 1 1 II'_“I\I I 1 1 1 11|
Page buffer ”
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A 7 6. SLC/IQLC Parallel Progranarest renoinc

6400us 6400us
< > < 4

m /\
Bank 1K SLCX QLCX SLCX QLCX SLCX OLCX SLC)
8 planes \' f \' f
Bank 1 Bank 2 { SLCX QLCX SLCX OQLCX SLCX OLC)
LA N,
Bank 3 ERASE )
Bank 2 8 planes

XNAND’' s thank program dperation allows the entire

Bank 3 8 planes array to be continuously written data in SLC speed for entire
array. When Bank 1 performs SLC programming for input data,
Bank 2 perform€LC programming to move data from SLC pages
to QLC pages, and Bank 3 may perform erase option to erase the
old data in SLC pages. Therefore, the data can be programmed
to QLC pages in SLC speed, and SLC pages never become full.

FMS 2020 Keynote 11 9
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6.

SLC/QLC Parallel Progransenr o

PO

P1

P2

P3

Bank 1

P4

PS5

P6

P7

PO

P1

P2

Bank 2

P3

P4

PS5

P6

P7
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SLC program
8 planes

X4 SLC WL
= 32 pages

32 pages are
read and
reprogrammed
to QLC page
together

200us x 8 planes x 4 WL= 6400us

SLC WLO | SLC WL1| SLC WL2 | SLC WL3

Bank 1|00COCOCOCOCOCOCOCOCOCOCOCOCOCOA0

PO P7 PO P7
Bank 2 [{DOX D1 X D2 X D3 )
< >

TLC program = 6400us

In Bank 1, 32 pages of input data are sequentially
programmed to4 SLC WL in 8 planes. Total program time =
200 us X 32 pages = 6400 us.

In Bank 2, the 32 pages of data stored in 4 SLC WL in 8 plane
are readand reprogrammedto a QLC WL simultaneously.
Since QLErogram time is 6400s,Bankk and 2’ s p
throughputs areabout the same.

36



A 7 6. SLC/IQLC Parallel Progranarest renoinc

SLC speed . 0 Conventional SLC cache writes
YTAND (100%) data to SLC cache and, during idle
Substantial time, moves the data to QLC WL.
Write For continuous heavy workload
Throughput like Cloud or NAS, there may not

have idle time. When SLC cache is
full, the write throughput drops to

QLC speed.
QLC speed (12%) XNAND’s SLC Buffer
[ Program solves the SLC cache full
: problem. The entir
: : 100% can be written in SLC speed.
SLC Cache full ~ Vrtten Array % P

FMS 2020 Keynote 11 3



N Bit Line Capacitance

BLCapacitance: 250 fF
BL spacing
NAND fl ash memory’'s [
BL BLLength very Ia_rge. For 16 planes, itis a_bout 250 fF,
=10mm/16 planes which is 10X of a DRAM capacitor (25 fF),
DSG =625 um and 50X of NAND strir
- B B ﬁ . . :
" » = | — During programming, NAND strings are
: —_ : - actually floating and coupled by the word
WL - : : - String Capacitance line voltage to the inhibit voltage. The
" - - <5fF voltage can be held for the entire program
 * m -
:, - N : - pulse (10us). Therefore, using BL
s : -y - capacitance to hold the program data is
S completely safe.
SSG . - g
T
SL

FMS 2020 Keynote 11 3



N Bit Line Capacitance

BL=0V  BL=VDDVt . "
This diagram shows the program condition. In

GoL= 250 fF order to leak current from the inhibited string,
T + the BL voltage needs to drop about 0.7V.
|

DSG¢gel) = VDD ! | Assuming BL leakage current is 5nA, it will take:
~ ||::| ||::| !
|| || :
| —
WL ge) = 20V e e 0.7V X 250 fF / 5nA = 350 us
)Y, : 8V (inhibit)
WL (ing = 10V HE =
i i : It is 35X longer than a program pulse (10us_) :
~ s oo Therefore, the program data can be stored in BL
SSG = 0V In I - with no concern. During prograferification,
SL<ov Ll the BL data is refreshed.

FMS 2020 Keynote 11 39



N Bit Line Capacitance

For Data 1 stored in the data bit lines, the bit
line voltage needs to drop to below Vt to cause
the sensing circuit to misread it as Data O.
Discharging time = 1150 us Assuming the bit line leakage current is 5nA, the
< > discharging time will be:
BL =VDD SA

(3V-0.7V) X 250 fF / 5nA = 1150 us
BIAS

BIAS-Vt \ It is 2X longer than the entire program
I <Vt operation (550u¥ Therefore, the data can be
stored in the data bit line with no concern.

Plus during prograreverification, the data bit
line can be refreshed.

FMS 2020 Keynote 11 40



A Bit Line Capacitance PATENT PENDINC

BL Refresh
Vref
VREF L
BL Read
_ RES [ —
Refres
VREF—] [ BlAS— [ .y —
SA
r BL=vDRIV =" . BL = VDD
PaM— [ Refresh
Read —[>o— BIAS- Vit
Q
0—04—4-
RESH [ TI] |- SET
L — During readand programverify operations,after the data stored
L 1C in the bit line is read, the data can be loaded back to the bit line
to ‘“refresh’” the BL voltage. Di

e operation is nordestructive. It only supplies the lost charge to
the bit line. Therefore, the power consumption is very low.

FMS 2020 Keynote 11 a



4§ Plane Number

Die Cost Performance
< >
Speed Increase 2X 4X 38X 16X
Die Size Reduction -3304 -30% -2504 -09%

X-NAND architecture offers advantages for both performance and
cost. The products can be tailored ac

FMS 2020 Keynote 11 42



4§ 8 Planes vs. 16 Planes

16 planes 8 planes
-25% Die Size
By using 8 planes, the
speeds are slower
Random Read Speed 3X 3X than 16 planes, bt
Random Write Speed 3X 2X the die size can be
reduced by 25%.
Sequential Read Speed 30X 24X
Sequential Write Speed 15X 5X

FMS 2020 Keynote 11 43



A" Low Latency SLC NAND

LowLatency NAND (SLC)  X-NAND (SLC)

-30% Die Size

16KB Page Buffet

16KB Page Buffel

16KB Page Buftel

16KB Page Bufiel When implementing
LowLatency SLC NAND,
X-NAND can reduce the
die size by 30%.

FMS 2020 Keynote 11 a4



4§ Plane Number

NAND X-NAND

QLC QLC QLC QLC QLC

X-plane 2 2 2 2 2

Y-plane 1 4 8 16 32 XNAND' s perfoac
can be increased by

Page Buffer (KB) 32 32 32 32 3R increasing the number
of the planes without

Read Time/page (us) 80 35 28 24 22

increasing the die size.
Program time/page (us) | 1500 741 614 551 519

Read T.P. (GB/s) 0.4 1.8 47 10.8 23.4

Program T.P. (GB/s) 0.02 0.06 0.14 0.31 0.66

FMS 2020 Keynote 11 0



x NEO Semiconductor

Plane Number

FMS 2020 Keynote 11

60X —

50X —

40X —

30X —

20X —

10X —

59X

33X

5X
3X

4 8 16 32

Plane Number

Sequential Read

Sequential Write

Random Read

X Random Write

Conventional

46



x NEO Semiconductor

Low Latency SLC

Conventional CUA X-NAND X-NAND
(non CUA) (CUA)

16KB PB

16KB PB

16KB PB

16KB PB 16KB PB

Y-Planes: 4 1 4 1 6 1 6

X-NAND architecture can be implemented in both FBWA and CUA technologies.

FMS 2020 Keynote 11 47
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x NEO Semiconductor

X-NAND

Conventional

)

The bit line capacitance of
X-NAND is 1/16 of the
conventional
Therefore, the bit line

1/16 BL capacitance

[ ]
1 1 111 1 1 & 1 91 9117119
[ ]

read and write operations
BLpower consumption

power consumption for
IS reduced to 1/16.

1 1 111 1 1 & 1 91 9117119
[ ]
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N Reliability

Other BSG Solution X-NAND

Programmed Disturbed Programmed

\,r i B R /,r i P R /.r i
/

. . ' o ! . . 1 . o |
/

20V § 20V %

:._l € € G G G : : : : ' '

—|[|t A€ —|[l {l K —|[|t 4[11 —|[}L —@J —|gJ —|J

!  —

PB PB
16X Read/Write Disturb (reliability issue) Same reliability as conventional NAND
16X Power Consumption 1/16 Power Consumption
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Parallelism

X-NAND

NAND

16 planes

FMS 2020 Keynote 11

4 planes

4 planes

4 planes

4 planes

X-NAND provides higher
parallelism in chip level
than conventional NAND.
This improves the
performance of compact
systems such as smart
phones. It also allows
small formfactor SSD such
as M.2NVMe to achieve
higher performance with
smaller footprint.
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”ﬁ e For large systems like 2.5 inch
| SSD, it may have many channels
connected to multiple packages
to increase the parallelism to

enhance the performance.

mtTAI.E\ITBP ML E1

DS
TN
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A small FornFactor M.2 SSD

2242

1.66"
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2.36"

2260

315

2280

- " -
Shae "8
LR TTT

But for small forrffactors

like M.2 SSD, the number of
the NAND flash packages is
limited to 1-2.

With XNAND, M.2 can
achieve the same or higher
parallelism like a larger SSD
system.
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AT XNAND (SLC) Performance Estimatio

16KB BL
T~

2 planes in X

FMS 2020 Keynote 11

¢ 1/16 BL length

16 planesinY

Compared with conventional SLC NAND:

Read time = 25% WL + 75% BL/16 = 30%
Program time  =50% PGM + 50% V¥30% = 65%
Read Throughput = 16 planes/ 30% = 53X

Write bandwidth = 16 plane&/planes/ 65% = 12X
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NAND X-NAND
SLC SLC
X-plane 1 1 1 1 1
Y-plane 1 2 4 16 32 64
Page Buffer (KB) 16 32 64 16 32 64
Read Time/page (us) 20 13 9 6 5 5
Program time/page (ug) 200 163 144 130 127 113
Read T.P. (GB/s) 0.8 26 43 94 (196
Program T.P. (GB/s) 0.08 0.20 0.45 1.00 2.01 453

FMS 2020 Keynote 11

AT XNAND (SLC) Performance Estimatio

By using 1664
planes, XNAND
(SLC) can achieve
43-196 GB/s Read
Throughput. This
enables it to be
used in 3D
integrated chips!
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AT 3D Chip Integration

/O bandwidth > NAND throughput <

200 GB/s 10 GB/s

3D chip integration using TSV
allows thousands 1/O bus, thus

S the 1/0 bandwidth can be
/ e increased to > 100 GBI/s.
f q / However, because NAND flash
NAND | 7 il read throughput is < 10 GB/s,
7 It which becomes the bottleneck of
DRAM (2 i the data transfer and prevents
4 il NAND from 3D chip integration.
Controller 7
TSV
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AT 3D Chip Integration

I/O bandwidth > X-NAND throughput =
200 GBI/s /
./ > 196 GB/S
= X-NANDin SLC can achieve 196 GB/s

read throughout. This removes the

bottl eneck of convent
speed and enable NAND to be integrated

into ultra-high-performance 3D chip!

NNNNNNNNIN
N

NAND<

DRAM (2
/

Controller / - _
(Note: The endurance subjects to

TSV SLC NAND’'s 100K.)
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A The Rise of QLC NAND

Fantastic 4: The Rise of QLC

Assuming same adoption rate as MLC->TLC
100% From Western
900/0 S A . 3D-QLC study in 2019, it will take

- Enterprise & ~50% five more years for QLC to
’ 2 Client 0 reach 50% market share.

70% W 4 t./‘, QLC bits by

i CY2025
60% Mobile

i f With XNAND architecture,
e QLC s perfor me
40% . .
O 3D-TLC e_xceed e>_<|st|
0% will speed up the rise of
2% . QLC NAND.

10%
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0%
2018 2019 2020 2021 2022 2023 2024 2025

Western Digita! ©2019 Western Digital Corporation or its affiliates rights reserve
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A Conclusions

X-NAND= QLensity+ SLC Speed
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Process Requirement

X-NAND uses conventional NAND process
No cell / array structure change

No process / technology change

No manufacturing cost added

No longtime process development
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N Development Plan

- XNAND is a pure design solution.
- XNAND can be implemented in current NAND process.
- Samples can be quickly built by NAND manufacturers.

- We are looking for development partners.

FMS 2020 Keynote 11 °u



éNEO Semiconductor Wh at iS mAN D ?

i I o VO 0

0 0

0% 1Ly O RS O

B e tter F u t u re B0 oy S o T

FMS 2020 Keynote 11



VAN

NEOSemiconductor

San Jose, CASA
Copyright© NEO Semiconductor, 2020

FMS 2020 Keynote 11

Thank You

Wwww.neosemic.com

62



