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NAND flash memory is 
migrating from TLC toward 
QLC, which stores 4 bits 
instead of 3 bits of data in 
one cell to achieve 33% cost 
reduction. 

For each generation, the 
density is increased and the 
die cost is reduced, but the 
performance and endurance 
also become poorer.

SLC MLC TLC QLC PLC

1X

0.25X

0.5X

0.75X

Cost

Write Speed

Read Speed

Future Trend of NAND Flash
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QLC is Cheaper but Slower

SLC

1X

1X

1X

MLC

2X

2X

1/2

TLC

3X

4X

1/3

Read Time/page

Write Time/page

Cost/Density

Cell Vt Levels

QLC

4X

8X

1/4

QLC’s Vt levels are 
increased from 8 to 16. 
This significantly increases 
read time and write time, 
especial the write time is 
increased by 3 times.

Such slow write 
performance prevents QLC 
from being used in 
applications that require 
heavy sequential write 
workload.

PLC

7X

16X

1/5
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Problem of SLC Cache

In order to improve QLC write 
speed, SLC cache is commonly 
used in SSD to hide QLC write 
until the system becomes idle. 

However, for heavy-write 
workload such as data center or 
NAS, the system may not have 
enough idle time to move the 
data. 

Once SLC cache is full, the data 
will be directly written to QLC 
cells. This causes the write 
speed drop to about 12%.      

SLC speed (100%)

QLC speed (12%)

SLC Cache full

Sustained 
Sequential 

Write 
Throughput

100%Written Array %
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How to Increase Write Throughput ? 

4 plane 16 plane

QLC write time is determined by 
cell characteristic. It cannot be 
reduced in general.

In order to increase write 
throughout, the number of planes 
may be increased to increase the 
write parallelism. 

More planes will allow more pages 
to be programmed at the same 
time. It also reduces the bit line 
length to reduce BL RC delay. That 
reduces the read time in read and 
program-verify operations. 

4X

Answer:  Increase plane number in BL direction.

1 plane

16X1X
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Problem of Page Buffer Layout Penalty

However, the solution of 
more planes comes with 
price. Because each 
plane’s bit lines need to 
be connected to the page 
buffers, it will drastically 
increase the die size for 
the page buffers L

As a result, the solution is 
not feasible under the 
current page buffer 
architecture.

136%
100%

270%

1 plane 4 plane 16 plane

16KB Page Buffer

16KB Page Buffer

16KB Page Buffer

16KB Page Buffer

16KB Page Buffer

16KB Page Buffer

16KB Page Buffer

16KB Page Buffer
16KB Page Buffer
16KB Page Buffer
16KB Page Buffer
16KB Page Buffer

16KB Page Buffer
16KB Page Buffer

16KB Page Buffer
16KB Page Buffer

16KB Page Buffer
16KB Page Buffer
16KB Page Buffer
16KB Page Buffer

16KB Page Buffer

10%
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Current Page Buffer Architecture 

Page 
buffer

Page 
buffer

Page 
buffer

Page 
buffer

Page 
buffer

Page 
buffer

16 BL

16 page buffers

Conventional NAND requires one page 
buffer to connected to one bit line to 
perform read/write operations. 
Therefore, the read/write size is limited 
by the number of  page buffers.

16KB BL

16KB Page Buffer

16KB Page Buffer

16KB Page Buffer

16KB Page Buffer

33%
Die Size
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In order to reduce the page buffer number in each 
planes, X-NAND architecture uses one page buffer to 
read/write 16 or more bit lines in parallel. This 
reduces the number of page buffers in each plane to 
1/16. Therefore, the number of planes can be 
increased by 16 times without increasing the die size.

Page 
buffer

BSG2BSG1 BSG3 BSG14 BSG15BSG0

16 BL

1 page buffer

1KB page buffers

16KB BL

X-NAND Page Buffer Architecture 
NEO Semiconductor
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X-NAND vs. Conventional NAND

By using X-NAND page buffer 
architecture, the number of 
the planes can be increased to 
16X to achieve 16X read/write 
throughput without increasing 
the die size.

Compared with the 
conventional NAND, when 
using 16 planes, the die size 
will be increased by about 3X. 

16 planes 100%

270%

X-NANDConventional
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Conventional X-NAND

1/16 BL length

16KB Page Buffer

BL length

1KB page buffer

X-NAND architecturecan 
enhance the performances 
without increasing the die size. 

1/16 BL RC delay

16X R/W throughput

16X parallelism

X-NAND vs. Conventional NAND

10

16 planes
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X-NAND (QLC) Performance Estimation

Read time = 25% WL + 75% BL/16  =  30%

Program time = 10% PGM + 90% VFYx 30% =  37%

Read Throughput  = 16 planes/ 2 planes / 30% =  27X

Write bandwidth   = 16 planes/ 3 planes / 37% =14X

1/16 BL length

16 planes in Y

16KB BL

2 planes in X

Compared with conventional QLC NAND:

11
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QLC Performance Comparison

3X

Random 
Write Speed

3X 27X 14X

Random 
Read Speed

Sequential 
Write Speed

Sequential 
Read Speed

X-NAND

NAND
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X-NAND (QLC) can 
achieve comparable or 
better performances 
than conventional SLC 
except the program 
time.  The die cost can 
be reduced 1/4.

X-NAND (TLC)’s 
performances are 
better than 
conventional SLC’s.

NAND X-NAND

X-plane

Y-plane

Page Buffer (KB)

Read Time/page (us)

Read T.P. (GB/s)

Program time/page(us)

Program T.P. (GB/s)

SLC

2

1

32

20

200

1.6

0.16

TLC

2

1

32

60

500

0.5

0.06

QLC

2

1

32

80

1500

0.4

0.02

TLC

2

16

32

18

184

14

0.93

QLC

2

16

32

24

550

11

0.31

X-NAND Performance Estimation

SLC

2

16

32

6

130

86

1.97

MLC

2

1

32

40

300

0.8

0.11

PLC

2

1

32

140

3200

0.23

0.01

MLC

2

16

32

12

152

22

1.12

PLC

2

16

32

42

1175

6

0.15
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Performance & Cost Comparison

14

QLC

1 1 1 1 1

SLC 

4

7

4

8

4

X-NAND (QLC)

3 3

28

15

1
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Random Read Speed Comparison 

3.5X
Random Read Speed

150K

X-NAND

SLC MLC TLC QLC PLC

3.5X

3.5X
3.5X

3X

3.5X

100K

50K

NAND

(IOPS)
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Random Write Speed Comparison 

8K

2K

4K

6K

(IOPS)

SLC MLC TLC QLC PLC

1.5X

2X

3X

3X

3X

X-NAND

NAND

3X
Random Write Speed
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Sequential Read Speed Comparison 

80

40

60

20

(GB/s)

SLC MLC TLC QLC PLC

54X

27X

27X
27X

27X

X-NAND

NAND

27X
Sequential Read Speed
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Sequential Write Speed Comparison 

2.0

1.0

1.5

0.5

SLC MLC TLC QLC PLC

12X

15X

15X

15X

15X

X-NAND

NAND

(GB/s)

15X
Sequential Write Speed
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Advantages of X-NAND

3X

Random 
Write Speed

3X ~30X 15X

Random 
Read Speed

Sequential 
Write Speed

Sequential 
Read Speed

X-NAND

NAND

NEO Semiconductor

FMS 2020 Keynote 11



20

But The Challenge is . . .

Page 
Buffer

BSG2BSG1 BSG3 BSG14 BSG15BSG0

How do I perform QLC read/write operations 
to 16bit lines using 1 page buffer ?

NEO Semiconductor
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X-NAND Design Solution

1. Multiple BL Write

2. Multiple Plane QLC Program

3. Program Suspend Read

4. Multiple BL Read

5. Single Latch QLC Read

6. SLC/QLC Parallel Program

PATENT PENDING

6 design solutions (patent 

pending) are developed  for 

X-NAND architecture :  

NEO Semiconductor
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1.  Multiple BL Write PATENT PENDING

Page 
buffer

BSG2BSG1 BSG3 BSG4 BSG15BSG0

WL

VSS

0V0V 0V

DSG

SH1

SH2

Large C

Program data is loaded to 16 BL’s capacitance by one 
page buffer to perform programming together. BL 
shielding may be applied to eliminate BL coupling.

Channel

BSG0-15

PB
D0 D15

0 15

Program timeData Loading

DSG

program (0V)

inhibit (8V)

unselected (10V)

WL

selected (20V)

BL0-15

With BL Shielding

NEO Semiconductor
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1.  Multiple BL Write PATENT PENDING

Dual BL Data Loading sequence eliminates 
the capacitance coupling between adjacent 
BL. This enables all BL programming.  

Page Buffer 1

Page Buffer 2

D2 D4 D6

D1 D3 D5 D7

D0

BSG2 BSG4 BSG6BSG0

BSG3 BSG5 BSG7BSG1

Dual BL Data Loading

BSG2BSG1 BSG3 BSG4 BSG15BSG0

Page 
Buffer2

WL

DSG

Large C

Page 
Buffer1

D0 D5D1 D2 D3 D4

NEO Semiconductor
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1.  Multiple BL Write PATENT PENDING

BSG0

BSG15

BL15BL0 BL15BL0 BL15BL0 BL15BL0

I/O0

I/O7

16K BL 16K BL

1K Page Buffer 1K Page Buffer

Plane1 PB PB Ą BL PB PB Ą BL

Plane2 PB PB Ą BL PB PB Ą BL

Plane3 PB PB Ą BL PB PB Ą BL

PlaneN PB PB Ą BL PB PB Ą BL

BSG0 BSG1

1us x N

Load 1K page buffer

Load 1K BL

1us
BSG0-15

I/O throughput = 1GB/s

NEO Semiconductor
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The input data D0-D3 is stored 
in Plane2-5 and then 
programmed to Plane1. 

During program-verification, 
the cell data read from Plane1 
is compared with the data 
stored in Plane2-5.

This architecture increases the 
program size to 16 planes / 5 =

3XProgram Throughput

2.  Multiple Plane QLC ProgramPATENT PENDING

Plane1 = Programmed

Plane2 = D0 

16 BL

Plane3 = D1 
Plane4 = D2 
Plane5 = D3 

Group1

Group3

Group2

16 planes

4 Data Plane Design

Page buffer

NEO Semiconductor
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D0-3 are sequentially input and 
programmed. The input data is 
stored in Plane3, and then 
programmed to Plane1. 

During program-verification, the 
cell data is read from Plane1 and 
stored in Plane2, and then 
compared with the data stored in 
Plane3.

This architecture increases the 
program size to 16 planes / 3 =

5XProgram Throughput

2.  Multiple Plane QLC ProgramPATENT PENDING

1 Data Plane Design

Plane1 = Programmed

Plane3  = D0, D1, D2, D3

Page buffer

Plane2 = Verify DataGroup1

Group2

Group3

Group5

Group4

16 planes

16 BL

NEO Semiconductor
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6920us

80us (1%)

Group1

Group2

Group4

Group3

Group5

D0

D0

D0

D0

D0

D1

D1

D1

D1

D1

D2

D2

D2

D2

D2

D3

D3

D3

D3

D3

The input data of 5 
groups is sequentially 
loaded and then 
programmed to the cells 
in parallel. This eliminates 
the requirement of multi-
core state machine.  

2.  Multiple Plane QLC ProgramPATENT PENDING

NEO Semiconductor
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During program operation, the 
programming can be suspend 
and allow data to be read from 
the programmed planes. 

If the data is read from Plane3 
that stores the input data. The 
data can be transferred to 
Plane2 in 1us (using inter-page 
buffer data lines) or 16us 
(using I/O bus).   

3.  Program Suspend Read PATENT PENDING

Plane1 = Programmed

Plane3  = D0, D1, D2, D3

16 BL

Page buffer

Plane2 = Verify DataGroup1

Group2

Group3

Group5

Group4

NEO Semiconductor
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4.  Multiple BL Read

By using the shielding devices to apply 
loading current to each bit line, 16 BL can 
perform current-sensing in parallel.

PATENT PENDING

DSG

Page 
buffer

BSG2BSG1 BSG3 BSG4 BSG15BSG0

WL

Small C

Large C

VDD
VDD

PU1

PU2

Iload IloadIload Iload Iload Iload

Discharging Sensing

BSG 0-15

PU1-2

WL
Vread

DA

BL 0-15 on-cell

off-cell

SA

BL

Precharging

0 15

Large C Small C

Vbias

All Bit Line (ABL) Current-Sensing

NEO Semiconductor
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4.  Multiple BL Read PATENT PENDING

Half Bit Line (HBL) Current-Sensing

Page 
buffer

BSG2BSG1 BSG3 BSG4 BSG15BSG0

WL

Small C

VDD

Iload 0V0V Iload 0V Iload

VSS

DSG

PU1

PU2

Large C

Discharging Sensing

BSG 0-15

PU1

WL
Vread

DA

BL 0-15

SA

Precharging

0 15

Vbias

PU2
VDD

on-cell

off-cellBL

Large C Small C

When turning on half the shielding devices, 
half bit lines can be applied with shielding 
voltage to eliminate bit line coupling.

NEO Semiconductor
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Conventional QLC read D1 bit

Conventional TLC requires 4 data 
latches to store 4 data read by 4 
WL voltages, and then converting 
the data into 1 bit data.

VR0

VR1

VR2

1 0 0 0 0 0 0 0

1 1 1 1 1 1 1 0

1 1 1 1 1 1 1 1

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

1 1 0 0 0 0 0 0

VR3 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0

D1 1 0 0 0 0 0 0 1 1 1 0 0 1 1 1 1

XOR Logic

VR0 VR1 VR2 VR3

BL

5.  Single Latch QLC Read

VR0

VR3
VR2

VR1

WL

NEO Semiconductor
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The read data DR0-3 are 
stored in Plane2-5, and then 
converted into 1 bit data.

This architecture increases 
the program size to 16 
planes / 5 =

3XRead Throughout

Plane1 = Read

Plane2 = DR0 

16 BL

Page buffer

Plane3 = DR1 
Plane4 = DR2 
Plane5 = DR3 

Group1

Group3

Group2

5.  Single Latch QLC Read

Without SLQR

NEO Semiconductor
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off-cell set to 0  

off-cell set to 1

off-cell set to 0  

off-cell set to 1

On-cells remain unchanged  

VR0

VR1

VR2

1 0 0 0 0 0 0 0

1 0 0 0 0 0 0 1

1 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0

1 1 1 1 1 1 1 1

1 1 0 0 0 0 0 0

VR3 1 0 0 0 0 0 0 1 1 1 0 0 1 1 1 1

5.  Single Latch QLC Read

X-NAND QLC read D1 bit

X-NAND needs only one 
data BL to store and 
update the data read by 4 
WL voltages. This increases 
read throughput by 
number of planes / 2.

DA

BL

PATENT PENDING

VR0

VR3
VR2

VR1

WL

NEO Semiconductor
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For QLC read, data is read from the 
bit lines of Plane 1 and stored in the 
bit line capacitance of Plane 2. 

The word line is applied with 4 
voltage levels to read the cells 4 
times and update the data stored in 
the bit lines of Plane 2 accordingly.  

In this way, QLC read size is increased 
to 16 planes / 2 =

8XRead Throughput

5.  Single Latch QLC Read

With SLQR

Plane1 = Read

Plane2 = D0, D1, D2, D3 

16 BL

Page buffer

Group1

Group8

Group2

Group3

Group4

Group5

Group6

Group7

NEO Semiconductor
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6.  SLC/QLC Parallel ProgramPATENT PENDING

Bank 1

Bank 2

SLC QLC SLC QLC

SLC QLC SLC QLC

SLC QLC

SLC QLC

Bank 3 ERASE

X-NAND’s unique 3-bank program operation allows the entire 
array to be continuously written data in SLC speed for entire 
array. When Bank 1 performs SLC programming for input data, 
Bank 2 performs QLC programming to move data from SLC pages 
to QLC pages, and Bank 3 may perform erase option to erase the 
old data in SLC pages. Therefore, the data can be programmed 
to QLC pages in SLC speed, and SLC pages never become full.  

Bank 1

Bank 2

8 planes

Bank 3

8 planes

8 planes

SLC

6400us 6400us

NEO Semiconductor
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PATENT PENDING

In Bank 1, 32 pages of input data are sequentially 
programmed to 4 SLC WL in 8 planes. Total program time = 
200 us X 32 pages = 6400 us. 

In Bank 2, the 32 pages of data stored in 4 SLC WL in 8 planes 
are read and re-programmed to a QLC WL simultaneously. 
Since QLC program time is 6400 us, Bank 1 and 2’s program 
throughputs are about the same. 

Bank 1

Bank 2

SLC program
8 planes 
X 4 SLC WL 
= 32 pages 

P7

P0
P1
P2
P3
P4
P5
P6

P7

P0
P1
P2
P3
P4
P5
P6

32 pages are 
read and 
reprogrammed 
to QLC page 
together 

6.  SLC/QLC Parallel Program

Bank 1

Bank 2

SLC WL0 SLC WL1 SLC WL2 SLC WL3

D0 D1 D2 D3

P0 P7 P0 P7

TLC program = 6400us

200us x 8 planes x 4 WL= 6400us 

NEO Semiconductor
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SLC speed

QLC speed (12%)

SLC Cache full

Substantial 
Write 

Throughput

X-NAND (100%)

100%Written Array %

PATENT PENDING

Conventional SLC cache writes 
data to SLC cache and, during idle 
time, moves the data to QLC WL. 
For continuous heavy workload 
like Cloud or NAS, there may not 
have idle time. When SLC cache is 
full, the write throughput drops to 
QLC speed. 

X-NAND’s SLC Buffered QLC 
Program solves the SLC cache full 
problem. The entire array’s data 
can be written in SLC speed.

6.  SLC/QLC Parallel Program
NEO Semiconductor
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Bit Line Capacitance

NAND flash memory’s BL capacitance is 
very large. For 16 planes, it is about 250 fF, 
which is 10X of a DRAM capacitor (25 fF), 
and 50X of NAND string’s capacitor (5 fF). 

During programming, NAND strings are 
actually floating and coupled by the word 
line voltage to the inhibit voltage. The 
voltage can be held for the entire program 
pulse (10us). Therefore, using BL 
capacitance to hold the program data is 
completely safe.     

DSG

BL

SSG

SL

WL

BL spacing 
10-20 nm

BL Capacitance = 250 fF 

String Capacitance 
< 5 fF 

BL Length 
= 10mm/16 planes 
= 625 um

NEO Semiconductor
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Bit Line Capacitance

DSG (sel) = VDD

WL (sel) = 20V

CBL= 250 fF

BL = 0V BL = VDD - Vt

WL (uns) = 10V

SSG = 0V

SL = 0V

8V (inhibit )0V

This diagram shows the program condition.  In 
order to leak current from the inhibited string, 
the BL voltage needs to drop about 0.7V.  
Assuming BL leakage current is 5nA, it will take:

0.7V X 250 fF / 5nA = 350 us 

It is 35X longer than a program pulse (10us) . 
Therefore, the program data can be stored in BL 
with no concern.  During program-verification, 
the BL data is refreshed. 

NEO Semiconductor
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Bit Line Capacitance

SA

BIAS

BL = VDD

BIAS –Vt

Discharging time = 1150 us

For Data 1 stored in the data bit lines, the bit 
line voltage needs to drop to below Vt to cause 
the sensing circuit to misread it as Data 0. 
Assuming the bit line leakage current is 5nA, the 
discharging time will be: 

(3V - 0.7V) X 250 fF / 5nA = 1150 us 

It is 2X longer than the entire program 
operation (550us). Therefore, the data can be 
stored in the data bit line with no concern. 

Plus, during program-verification, the data bit 
line can be refreshed. 

<Vt

NEO Semiconductor
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PATENT PENDING

During read and program-verify operations, after the data stored 
in the bit line is read, the data can be loaded back to the bit line 
to ‘refresh’ the BL voltage. Different from DRAM, this refresh 
operation is non-destructive. It only supplies the lost charge to 
the bit line. Therefore, the power consumption is very low.

BL Refresh

SA

RES

Q

BL

BIAS
VREF

PGM

SET

SABL = VDD-dV

BIAS –Vt
d

RES

PGM

Read

Refresh

Vref
VREF

BL = VDD

Bit Line Capacitance

Refresh

Read

NEO Semiconductor
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Plane Number

X-NAND architecture offers advantages for both performance and 
cost. The products can be tailored according to the customers’ need.

16X

-25% 

8X

-30%

4X

Die Size Reduction

Speed Increase

Die Cost Performance

-0% -33% 

2X

NEO Semiconductor
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8 Planes vs. 16 Planes

By using 8 planes, the 
speeds are slower 
than 16 planes, but 
the die size can be 
reduced by 25%.

3X

15X

16 planes 8 planes

Random Read Speed

Random Write Speed

Sequential Read Speed

Sequential Write Speed

3X

30X

3X

5X

2X

24X

-25% Die Size 

NEO Semiconductor
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Low Latency SLC NAND

When implementing 
Low-Latency SLC NAND, 
X-NAND can reduce the 
die size by 30%.  

-30% Die Size 
16KB Page Buffer

16KB Page Buffer

16KB Page Buffer

16KB Page Buffer

Low-Latency NAND (SLC) X-NAND (SLC)

NEO Semiconductor
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X-NAND’s performances 
can be increased by 
increasing the number 
of the planes without 
increasing the die size.

NAND X-NAND

X-plane

Y-plane

Page Buffer (KB)

Read Time/page (us)

Read T.P. (GB/s)

Program time/page (us)

Program T.P. (GB/s)

QLC

2

1

32

80

1500

0.4

0.02

QLC

2

16

32

24

551

10.8

0.31

QLC

2

32

32

22

519

23.4

0.66

QLC

2

4

32

35

741

1.8

0.06

QLC

2

8

32

28

614

4.7

0.14

Plane Number
NEO Semiconductor
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4 8 16 32

40X

20X

50X

10X

60X

30X

Sequential Read

Sequential Write

Random Read

Random Write

Conventional

Plane Number

27X

15X

3X

59X

33X

3X

12X

5X 7X

3X
1X

Plane Number
NEO Semiconductor
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Layout

X-NAND
(non CUA)

414 16

CUA

Low Latency SLC

Conventional

16

16KB PB

16KB PB

16KB PB

16KB PB

16KB PB

X-NAND 
(CUA)

Y-Planes:

X-NAND architecture can be implemented in both non-CUA and CUA technologies. 
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The bit line capacitance of 
X-NAND is 1/16 of the 
conventional NAND’s. 
Therefore, the bit line 
power consumption for 
read and write operations 
is reduced to 1/16. 

Power Consumption

1/16 
BL power consumption

Conventional X-NAND

1/16 BL capacitance

NEO Semiconductor

FMS 2020 Keynote 11



49

Reliability

X-NANDOther BSG Solution

PB

Programmed

20V

PB

DisturbedProgrammed

20V

16X Read/Write Disturb (reliability issue)

16X Power Consumption

Same reliability as conventional NAND

1/16 Power Consumption
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X-NAND provides higher 
parallelism in chip level 
than conventional NAND. 
This improves the 
performance of compact 
systems such as smart 
phones. It also allows 
small form-factor SSD such 
as M.2 NVMe to achieve 
higher performance with 
smaller footprint.  

Parallelism

16 planes 4 planes 4 planes 4 planes 4 planes

X-NAND NAND
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For large systems like 2.5 inch 
SSD, it may have many channels 
connected to multiple packages 
to increase the parallelism to 
enhance the performance.  

Larger System 2.5” SSD

2 3 41

5 6 7 8
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But for small form-factors 
like M.2 SSD, the number of 
the NAND flash packages is 
limited to 1-2. 

With X-NAND, M.2 can 
achieve the same or higher 
parallelism like a larger SSD 
system.  

Small Form-Factor M.2 SSD

1

2

1

21

1

eMMC
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Read time = 25% WL + 75% BL/16  =  30%

Program time = 50% PGM + 50% VFYx 30% =  65%

Read Throughput  = 16 planes/ 30% =  53X

Write bandwidth   = 16 planes/ 2 planes / 65% = 12X

1/16 BL length

16 planes in Y

16KB BL

2 planes in X

Compared with conventional SLC NAND:
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By using 16 - 64 
planes, X-NAND 
(SLC) can achieve 
43 - 196 GB/s Read 
Throughput. This 
enables it to be 
used in 3D 
integrated chips!  

NAND X-NAND

X-plane

Y-plane

Page Buffer (KB)

Read Time/page (us)

Read T.P. (GB/s)

Program time/page (us)

Program T.P. (GB/s)

1

1

16

20

200

0.8

0.08

SLC

1

2

32

13

163

2.6

0.20

1

4

64

9

144

7.3

0.45

SLC

1

32

32

5

127

94

2.01

1

64

64

5

113

196

4.53

X-NAND (SLC) Performance Estimation

1

16

16

6

130

43

1.00
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3D Chip Integration

TSV

200 GB/s

I/O bandwidth  >

10 GB/s

NAND throughput < 

3D chip integration using TSV 
allows thousands I/O bus, thus 
the I/O bandwidth can be 
increased to > 100 GB/s.     

However, because NAND flash 
read throughput is < 10 GB/s, 
which becomes the bottleneck of 
the data transfer and prevents 
NAND from 3D chip integration.  

Controller

DRAM

NAND
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X-NANDin SLC can achieve 196 GB/s 
read throughout. This removes the 
bottleneck of conventional NAND’s slow 
speed and enable NAND to be integrated 
into ultra-high-performance 3D chip! 

(Note: The endurance subjects to 
SLC NAND’s 100K.)  

196 GB/s 

Controller

DRAM

NAND

TSV

X-NAND throughput = I/O bandwidth  >

200 GB/s

3D Chip Integration
NEO Semiconductor
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The Rise of QLC NAND 

From Western Digital’s 
study in 2019, it will take 
five more years for QLC to 
reach 50% market share.  

With X-NAND architecture, 
QLC’s performance can 
exceed existing TLC’s.  This 
will speed up the rise of 
QLC NAND. 
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Conclusions

X-NAND =QLC Density +SLC Speed
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Process Requirement

- X-NAND uses conventional NAND process

- No cell / array structure change

- No process / technology change

- No manufacturing cost added

- No long-time process development
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Development Plan

- X-NAND is a pure design solution.

- X-NAND can be implemented in current NAND process.

- Samples can be quickly built by NAND manufacturers.

- We are looking for development partners.
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What is X-NAND ?

X-NAND 
Is a Door to
Better Future.
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Thank You
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